Submil for publica tion for 1S17'9/

Adaptive Source Coding Schemes for Geometrically
Distributed Integer A Iphabets *

Kar- Ming Ch cung

Jet 1’robulsion Laboratory
Pasadena, CA 91 109 USA

ABSTRACT:

In this article we revisit Gallager and van Voorhis optimal source coding schemne for geomctrically
distributed non-negative integer alphabets, and show that the various subcodes inthe popular Rice algorithin
canbe derived from the Gallager and van Voorhis code. Next we modify and generalize the Gallager and
vart Voorhis code for two-sided geometrically distributed integer alphialets (prositive and 1 icgative), which
are typical input samples to the back-red entropy coding stage of lossless predictive coding scl i nes and
lossy transform coding scheines. We develop gy adaptive coding scheine, and show that this adaptive codinig,
scheme has low implementation complexity. We present some theorctical and experimental results.

* | 'lie researcl deseribed in this paper was carried out by Jet ’ropulsion Faboratory, (7aliforniia Institute
of 'T'ech nology, under a contract with National Acronautics and Space Administration
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EXTENDED ABSTRACT
1. Introduction

I this article we revisit Gallager and van Voorliis optimal source coding scheme for geometrically
distributed non-negative integer alphabets 1)
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where 0 0 1 2(0), and 7(0) is the fraction of zeros in the sanple set. We show that the various subcodes
inthe popular Rice algorithincanbe derived from the Gallager and van Voorhis code, Next we modify and
generalize the Gallager and van Voorhis code for 2-sided geometrically distributed integer alphabets (positive
and negative), which have the following distribution
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where 0 - —},: Egg , and r(0) is the fraction of zeros inthe sample set. The 2-sided geometrically distributed

integer alphabets are typical inputs to the back-end entropy coding stage of lossless predictive coding schemes
and lossy transform coding schemes. We develop an adaptive coding scherne whickyhas low implamentation
complexity, and we p resent some theorctical and experimental results of this schierne.

11. Relationship Between the one-sided Gallager van Voorhis Code and the Rice Code

Gallager and Van Voorhis presented an optimal binary prefix code for the sct of geometrically distributed
nonnegative integers [1]. Here we call this code the Gallager-van Voorhis-Tuflman-1 (GVI) code. Liet { be
the integer satisfying
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where 0 5 1-2(0) as defined in (1). 1t is casy to sce that for any 0,0 < @ < 1, there is a unigue positive
integer 1 satifying (3). let a non-negative number 1 be represented by = 15 1 where j = [i/1], the integer
partof i/l,andr : [¢] 1110111, Gallager and Van Voorhis showed thiat an optimal code for the non-negative
integers is the concatenation of a unary code which is used to encode 7, and a Huflinan code which is used
to cneode 2« o< r< I -1.

Rice developed a predictive lossless coding scheme [2] that consists of two separate stages: the front-cend
pre-processor is a ] oredictor followed by asyiibolhmapper, while thesccond partper forinsadaptiveentropy
coding.'The first stage takes the diflerence between the actual values and the predicted values and maps thie
dif feranices, positive or negative, Lo a sequence of 11011- hegativeinteger numbers. ‘1 he second stage enicodes
thie sequence by adaptively selecting the best of several easily implamnented variable length coding algorithims
for non-negative integers. Using Riee’s notation in |2], it was shownin[3] that the various variable length
codes constructed by concatenating the fundamer its] sequence code ¥ jand thesplit-sample codes ¥y arce
optimal 71 lufhnan codes for data sources that have Laplacian distributions.  In this article we further sl tow
that the optimallluflinan codes inthe Rice algorithm are actually particular GVII codes that correspond
to those s whiich are ] owers of two. Omnitting the mathemnatical details, we show that the fundamental
sequer 1ce code Wy is equivalent to the GVIET I code forl: 1, and the split-sainple codes ¥y 5 is equivalent o
the GVHI code for 1 :2F.

* T'he rescarch deseribed in this paper was carried out by Jet Propulsion Iabora tory, ( California Institute
of T'eclmology, under a contract with Nationial Aeronautics and Space Administration




111. FEflicient Coding Based on the 2-sided Geometric Model

( ‘onstructing an optimal prefix code, say by using the 1 Iufliman algorithin, is quite a coinplex operation
i1 [ 1ardware. We developed a class of near-optimal prefix codes to encede data (e. g diflerentials of waveforn
data and image data ) with probability distributions that resemble the 2-sided geomnetric models as introduced
in the previous scetion [4]. Thie construction of this prefix code is siimple. Formost well-behaved  daLa,
frequency (i) &~ frequency(- 7)) for 1: 1,21 ..., Thusinorder to construct a code for both the positivear Id
negative values, we use the GVIE 11 codes for the non-negative integers. Anadditional bit is appended to cach
codeword, except thie codewords representing (), toiudicate whetlier integer ¢ or initeger - ¢ is ser 1L, We call
this code the Gallager-van Voorhis-Tufliman-2 code.

Based on 1] 1¢ above code construction, we evaluate the performatice of thie (W2 codes, and give closed
formanalytic expressions as a function of 0 for the redundancy 79, the mean codelength 1, and the entropy
1 (Xg) of the 2-sided integer geometrie distribution, where Xy is the diserete random variable corresponding,
tothe 2-sided geornetricsource. We show that ly is given by
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We also show that the entropy of the 2-sided geometric source can be written as
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Hence we write dowti a dosed forin expression for the redundancy of our coding schiernie as a function of 0
and 1, namely,

Iz = Iy~ 1(X2)
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We find the value of ['w hich minimises {2 for given o by minimising the terms inly which depend on 1, namely
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Wefindtheoptimall values (over all ranges of O of interest ) by direct scarch,andthe resul ts will e prresented
in the conference.

IV. AnAdaptive Coding Scheme Based on2-Sided Geometric Distribution

I'1ithis sectior 1 we describe an adaptive entropyy coding schemne that was developed for the ( 1alileo
Low Gain Aniterma. Mission [6]. This adaptive losslcss data compression shene is differential-pulse-code-
modulation based (DIPCM based), and uses a 1 Tuflinan coding strategy similar to the one used to cornpress
the 1) *differentials of the JPHG[7) and 1C 71 6] 8] comnpression schemes. w (! develop three Huflman
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codebooks that are baised 011 the 2-sided £comettyyyjodel: one for low-activity data(l: 1), one for mediun-
activity da ta (I= 2), and one for higl i-activity data (I: 1). T 'he data are first partiti oned into blocks of fixed
length (e.p. 16 samnples per block). The first sample of cach block is used as a reference point and is not
coded. And for theramnaining samples, the differences between adjeent samples are caleulated. 'T't e encoder
thierr corMbhutes the nwnber of bits that are required to COMlress the Mock using cach of the hredef ined
codelinks, a1ld C]100SCS thie codebook thiat gives the best COMbression. 11 all codel rooks give data-expansion,
L] 1e block is sent unencoded. Facli Dlock is preceded 1y a 2- it tag: 00 for the low-activity codel rook, (01 for
the medium-activity codebook, 10 for the high-activity codebook, and 11for 110 compression. Shulation
restilts on various data sources will be given at the coriference.
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